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decoder only model for fine-tuning on text summarization is highly sample efficient since there are no more non-pre-trained encodet-
decoder attention weights.

Given the pre-trained weights of a Transformer language model, replacing the Transformer encoder-decoder with a Transformer >
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@p/er model, fewer parameters and no non-pre-trained attention weights
Ground truth: A man in suburban Boston is selling snow online to customers in

warmer states. For $89, he will ship 6 pounds of snow in an insulated Styrofoam
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snow in an insulated Styrofoam box — enough for 10 to 15 snowballs, he says. But
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Code: https://github.com/
tensorflow/tensor2tensor

h . < subi] The Transformer LM fine-tuned on 1% data successtully extracts
aDSIractiveness Is subtie facts from the source, while the encoder-decoder hallucinates facts/
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